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Abstract
The accelerated advancement of information technology requires higher education
institutions, including Universitas Sepuluh Nopember Papua (USNP), to leverage data
analytics in support of strategic decision-making, particularly in the management of
student activity status. One of the major challenges faced is the early and accurate
identification of students at risk of becoming inactive, especially in the fifth semester,
which represents a critical stage of study where inactivity rates of approximately 15-22%
have been identified within the Information Systems program. This study seeks to
address the limited body of research that examines student status classification within
the context of universities in Eastern Indonesia. Accordingly, the primary objective of
this research is to examine the activity patterns of fifth-semester students through the
development of a classification model based on the K-Nearest Neighbor (KNN)
algorithm. This study adopts a quantitative research design combined with
computational experimentation, utilizing a total population sample of 80 students from
the 2023 Information Systems cohort. The research relies on secondary data obtained
from the datasets ‘“Mahasiswa Sl 2023.xIsx” and “ipk mhs aktif sistem informasi.xlsx”.
The dependent variable examined is Student Status (Active/lnactive), while the
independent variables include Cumulative Grade Point Average (IPK), the number of
credits successfully completed, and other relevant administrative attributes. Data
preprocessing procedures consist of dataset integration, data cleaning, imputation of
missing IPK values using the mean value (2.891 based on 58 observations), label
encoding (Active = 1, Inactive = 0), and normalization of numerical features. The K-
Nearest Neighbor (KNN) classification model is developed using the Euclidean distance
metric, with several K values (3, 5, and 7) evaluated to determine optimal performance.
Model effectiveness is subsequently assessed using accuracy, precision, recall, and F1-
score metrics. The results are expected to show that the K-Nearest Neighbor (KNN)
algorithm is capable of accurately classifying student status, with Cumulative Grade
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Point Average (IPK) identified as a key influencing variable. This study contributes by
developing a KNN-based classification model specifically designed to predict student
engagement in the fifth semester, thereby providing Universitas Sepuluh Nopember
Papua (USNP) with a practical, data-driven analytical tool to support early intervention
initiatives and enhance the quality of academic services.

Keywords: Data Mining, KNN Algorithm, Student Status Classification, Academic
Performance, Early Warning System.

Abstrak

Pesatnya perkembangan teknologi informasi mendorong institusi pendidikan,
termasuk Universitas Sepuluh Nopember Papua (USNP), untuk mengoptimalkan
pemanfaatan analisis data dalam mendukung pengambilan keputusan strategis,
khususnya terkait pengelolaan status keaktifan mahasiswa. Salah satu tantangan
utama yang dihadapi adalah kemampuan untuk mendeteksi mahasiswa yang berisiko
menjadi tidak aktif secara dini, terutama pada semester lima yang merupakan tahap
penting dalam proses studi. Pada Program Studi Sistem Informasi, tingkat
ketidakaktifan mahasiswa pada semester tersebut tercatat berada pada kisaran 15—
22%. Penelitian ini hadir untuk mengisi keterbatasan kajian sebelumnya yang masih
minim membahas klasifikasi status mahasiswa dalam konteks perguruan tinggi di
wilayah Indonesia Timur. Oleh karena itu, tujuan utama penelitian ini adalah mengkaji
pola aktivitas mahasiswa semester lima melalui pengembangan model klasifikasi
berbasis algoritma K-Nearest Neighbor (KNN). Metode penelitian yang diterapkan
menggunakan pendekatan kuantitatif dengan desain eksperimen komputasional
pada seluruh populasi sampel yang berjumlah 80 mahasiswa Program Studi Sistem
Informasi angkatan 2023. Data yang digunakan merupakan data sekunder yang
diperoleh dari berkas “Mahasiswa SI 2023.xIsx” dan “ipk mhs aktif sistem
informasi.xIsx”. Variabel terikat dalam penelitian ini adalah Status Mahasiswa
(Aktif/Tidak Aktif), sedangkan variabel bebas meliputi Indeks Prestasi Kumulatif (1PK),
jumlah SKS yang telah lulus, serta beberapa atribut administratif lainnya. Tahapan
pra-pemrosesan data mencakup penggabungan dataset, pembersihan data, imputasi
nilai IPK yang hilang dengan menggunakan nilai rata-rata (2,891 dari 58 observasi),
pengkodean label status mahasiswa (Aktif = 1, Tidak Aktif = 0), serta normalisasi data
numerik. Model K-Nearest Neighbor (KNN) dikembangkan dengan menerapkan
perhitungan jarak Euclidean dan dilakukan pengujian terhadap beberapa nilai K, yaitu
3, 5, dan 7. Selanjutnya, kinerja model dievaluasi menggunakan metrik akurasi, presisi,
recall, dan F1-score. Hasil penelitian ini diharapkan menunjukkan bahwa algoritma K-
Nearest Neighbor (KNN) mampu melakukan klasifikasi status mahasiswa secara
efektif, dengan Indeks Prestasi Kumulatif (IPK) sebagai variabel yang memiliki
pengaruh paling dominan. Studi ini memberikan kontribusi berupa pengembangan
model klasifikasi berbasis KNN yang secara khusus ditujukan untuk memprediksi
tingkat keaktifan mahasiswa pada semester lima. Selain itu, model yang dihasilkan
menawarkan pendekatan analisis berbasis data yang bersifat praktis bagi Universitas
Sepuluh Nopember Papua (USNP) dalam mendukung penerapan strategi intervensi
dini serta meningkatkan mutu layanan akademik.



Kata Kunci: Penambangan Data ,Algoritma KNN, Klasifikasi Status Mahasiswa, Kinerja
Akademik, Sistem Peringatan Dini

PENDAHULUAN

Selama dua puluh tahun terakhir, kemajuan teknologi informasi telah
memberikan dampak besar terhadap cara lembaga pendidikan mengelola serta
memanfaatkan data akademik. Perguruan tinggi saat ini dituntut untuk memiliki
kemampuan dalam mengolah data secara cepat, tepat, dan terstruktur sebagai dasar
pengambilan keputusan strategis, baik dalam aspek akademik, administrasi, maupun
penjaminan mutu. Tuntutan tersebut semakin meningkat seiring bertambahnya
jumlah mahasiswa, kompleksitas kurikulum, serta kebutuhan untuk memantau
perkembangan studi mahasiswa secara berkelanjutan. Dalam pengelolaan akademik,
salah satu permasalahan krusial yang kerap dihadapi adalah kemampuan institusi
dalam mengidentifikasi status mahasiswa aktif dan tidak aktif sejak dini, khususnya
pada semester menengah seperti semester lima. Keterlambatan dalam mendeteksi
mahasiswa yang berpotensi tidak aktif dapat berdampak pada molornya masa studi,
menurunnya tingkat kelulusan tepat waktu, meningkatnya jumlah mahasiswa
nonaktif, serta terganggunya perencanaan akademik. Oleh sebab itu, diperlukan
penerapan pendekatan berbasis data untuk membantu institusi pendidikan dalam
menganalisis pola aktivitas mahasiswa secara lebih komprehensif.

Sejalan dengan meningkatnya kebutuhan terhadap pengolahan dan analisis
data, teknik penambangan data semakin luas diterapkan di lingkungan pendidikan
untuk mengungkap pola-pola tersembunyi yang terdapat dalam data akademik yang
tersimpan pada basis data. Penambangan data didefinisikan sebagai suatu proses
untuk mengekstraksi informasi atau pengetahuan yang bermakna dari kumpulan data
dalam jumlah besar yang dikelola oleh sistem informasi akademik [1]. Salah satu
algoritma yang paling sering dimanfaatkan dalam proses ini adalah K-Nearest
Neighbor (KNN). Algoritma KNN beroperasi dengan mengukur tingkat kedekatan
jarak antara data baru dan sejumlah data pelatihan yang telah memiliki label kelas.
KNN termasuk ke dalam cabang Pembelajaran Mesin (Machine Learning), khususnya
kategori pembelajaran terawasi (supervised learning), karena memerlukan data
historis berlabel sebagai acuan dalam melakukan prediksi terhadap data yang belum
diketahui kelasnya [2]. Keunggulan utama algoritma KNN terletak pada
kesederhanaan proses perhitungannya, fleksibilitas dalam menyesuaikan pola data
tanpa harus membangun model yang rumit, serta performa klasifikasi yang cukup
baik pada dataset berukuran kecil hingga menengah [3]. Oleh karena itu, algoritma ini
banyak digunakan dalam penelitian di bidang pendidikan, terutama untuk
mengklasifikasikan perilaku, capaian akademik, maupun tingkat partisipasi peserta
didik.



Universitas Negeri Papua (USNP), yang berdiri pada 10 November dan
merupakan salah satu perguruan tinggi yang tengah berkembang di kawasan
Indonesia Timur, menghadapi berbagai tantangan dalam pengelolaan data
mahasiswa secara berkesinambungan. Analisis terhadap data akademik internal yang
dihimpun dalam beberapa tahun terakhir menunjukkan adanya variasi tingkat
keaktifan mahasiswa pada semester lima. Semester ini menjadi tahapan krusial dalam
proses studi karena mahasiswa umumnya telah menuntaskan sebagian besar mata
kuliah dasar dan mulai menempuh mata kuliah lanjutan yang berfokus pada
penguatan kompetensi utama program studi. Pada tahap tersebut, sering muncul
berbagai permasalahan seperti menurunnya motivasi belajar, keterlambatan
pengisian Kartu Rencana Studi (KRS), berkurangnya tingkat kehadiran perkuliahan,
serta ketidaktuntasan beban studi pada semester sebelumnya. Data dari Program
Studi Sistem Informasi Universitas Sepuluh Nopember Papua menunjukkan bahwa
dalam kurun waktu tiga tahun terakhir, sekitar 15-22% mahasiswa mengalami status
tidak aktif pada semester lima. Kondisi ini menjadi perhatian penting bagi pengelola
akademik karena berdampak pada efektivitas proses pembelajaran, perencanaan
distribusi beban mengajar dosen, hingga aspek akreditasi program studi. Oleh karena
itu, temuan tersebut menegaskan perlunya penerapan pendekatan analitis berbasis
data untuk memprediksi status keaktifan mahasiswa dengan memanfaatkan data
historis yang tersedia di institusi.

Fenomena mahasiswa yang mengalami status tidak aktif pada pertengahan
masa studi tidak hanya terjadi di Universitas Sepuluh Nopember Papua, tetapi juga
telah banyak dilaporkan dalam berbagai studi terdahulu. Sejumlah penelitian
mengungkapkan bahwa penurunan tingkat keaktifan mahasiswa umumnya berkaitan
dengan faktor akademik, seperti Indeks Prestasi Kumulatif (IPK), capaian Satuan
Kredit Semester (SKS), tingkat kehadiran perkuliahan, serta kepatuhan terhadap
kewajiban administratif, khususnya pengisian Kartu Rencana Studi (KRS) [4]. Selain
itu, penelitian lain menunjukkan bahwa faktor nonakademik, termasuk kondisi
ekonomi, rendahnya motivasi belajar, serta ketidaksesuaian minat mahasiswa
terhadap program studi yang dipilih, turut berperan dalam meningkatnya jumlah
mahasiswa berstatus tidak aktif [5]. Dalam ranah analisis data pendidikan, beragam
metode pembelajaran mesin telah dimanfaatkan untuk memprediksi kinerja maupun
tingkat aktivitas mahasiswa, di antaranya Naive Bayes, Decision Tree, Support Vector
Machine (SVM), dan K-Nearest Neighbor (KNN) [6]. Meskipun demikian, kajian yang
secara khusus menitikberatkan pada klasifikasi status mahasiswa aktif dan tidak aktif
pada semester lima masih tergolong terbatas, terutama yang mengangkat konteks
perguruan tinggi di wilayah Indonesia Timur seperti Universitas Sepuluh Nopember
Papua.

Berbagai studi terdahulu menunjukkan bahwa algoritma K-Nearest Neighbor
(KNN) memiliki tingkat akurasi yang relatif baik dalam memprediksi kinerja
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mahasiswa, khususnya pada dataset yang memiliki pola jelas serta jarak antar kelas
yang dapat dibedakan dengan baik [7]. Meskipun demikian, penelitian yang secara
spesifik mengkaji penggunaan KNN untuk memprediksi status mahasiswa aktif dan
tidak aktif pada semester lima masih tergolong terbatas. Sebagian besar kajian yang
ada lebih banyak menitikberatkan pada prediksi kelulusan tepat waktu, peramalan
Indeks Prestasi Kumulatif (IPK), atau identifikasi risiko putus studi. Kondisi ini
menunjukkan adanya celah penelitian yang cukup signifikan terkait penerapan
algoritma KNN dalam memprediksi tingkat keaktifan mahasiswa berdasarkan
karakteristik khusus yang muncul pada semester lima. Di samping itu, studi yang
dilakukan dalam konteks perguruan tinggi di wilayah Papua masih relatif minim,
sehingga penelitian ini memiliki tingkat relevansi yang tinggi, baik dari sisi akademis
maupun penerapan praktis. Keterbatasan penelitian sebelumnya tersebut menjadi
landasan utama bagi pengembangan studi yang berfokus pada klasifikasi status
mahasiswa aktif dan nonaktif pada semester lima, dengan mempertimbangkan
kondisi dan karakteristik institusi lokal.

Berdasarkan kajian terhadap fenomena yang terjadi serta hasil penelitian
terdahulu, studi ini diarahkan untuk mengkaji pola keaktifan mahasiswa pada
semester lima dengan menerapkan algoritma K-Nearest Neighbor (KNN). Penelitian
ini berfokus pada pengembangan model klasifikasi berbasis data akademik
mahasiswa, yang meliputi Indeks Prestasi Kumulatif (IPK), jumlah Satuan Kredit
Semester (SKS) yang telah ditempuh, tingkat kehadiran perkuliahan, serta data
administratif lainnya, guna memprediksi status keaktifan mahasiswa pada semester
tersebut. Selain itu, penelitian ini juga bertujuan untuk mengukur kinerja algoritma
KNN menggunakan indikator evaluasi seperti akurasi, presisi, recall, dan F1-score,
sehingga dapat diketahui sejauh mana kemampuan model dalam membedakan
mahasiswa aktif dan tidak aktif secara lebih efektif dibandingkan dengan metode
identifikasi manual yang selama ini diterapkan oleh pihak akademik Universitas
Sepuluh Nopember Papua.

Nilai kebaruan penelitian ini terletak pada pengembangan model klasifikasi
berbasis algoritma K-Nearest Neighbor (KNN) yang secara khusus diarahkan untuk
memprediksi tingkat keaktifan mahasiswa pada semester lima, sebuah topik yang
masih relatif jarang dikaji dalam penelitian terdahulu. Di samping itu, studi ini
memberikan kontribusi praktis bagi Universitas Sepuluh Nopember Papua dengan
menghadirkan pendekatan analisis berbasis data yang dapat mendukung proses
pengambilan keputusan akademik secara lebih objektif dan tepat waktu. Hasil
penelitian ini diharapkan mampu membantu institusi dalam merancang strategi
pembinaan mahasiswa, mendeteksi potensi ketidakaktifan sejak dini, serta
meningkatkan mutu layanan akademik secara keseluruhan. Dari sisi akademis,
penelitian ini turut memperkaya khazanah literatur mengenai penerapan algoritma
KNN dalam konteks pendidikan tinggi di Indonesia, khususnya di wilayah Papua yang



memiliki karakteristik data, kondisi geografis, serta dinamika mahasiswa yang
berbeda dibandingkan dengan wilayah lainnya. Dengan demikian, penelitian ini tidak
hanya menghasilkan model prediktif, tetapi juga memberikan pemahaman baru
terkait pola aktivitas mahasiswa yang dapat dijadikan rujukan bagi penelitian
selanjutnya.

2. TINJAUAN PUSTAKA

2.1.  Kajian Pustaka Sistematis

Tinjauan pustaka ini menyajikan kajian sistematis terhadap teori serta hasil-
hasil penelitian terdahulu yang berkaitan dengan penerapan metode K-Nearest
Neighbors (K-NN) dan berbagai teknik pembelajaran mesin lainnya dalam
memprediksi status mahasiswa, seperti aktif, tidak aktif, maupun putus studi, serta
dalam mengklasifikasikan kinerja akademik. Sejumlah temuan penting dari penelitian
yang dipublikasikan pada periode 2021-2025 menunjukkan bahwa algoritma K-NN
masih banyak digunakan dalam permasalahan klasifikasi yang bersifat sederhana
karena kemudahan dalam implementasi serta kejelasan dalam interpretasi hasil.
Namun demikian, studi-studi terbaru cenderung melakukan perbandingan K-NN
dengan metode lain, seperti model ensemble atau algoritma berbasis pohon,
maupun mengembangkan variasi K-NN, misalnya Fuzzy KNN, guna meningkatkan
kestabilan dan kinerja klasifikasi pada data pendidikan yang bersifat tidak seimbang.

Penelitian-penelitian yang relevan:

e Penelitian yang mengkaji prediksi putus studi atau penentuan status mahasiswa
dengan memanfaatkan gabungan fitur akademik, demografis, serta aktivitas pada
Learning Management System (LMS) menunjukkan bahwa model berbasis
ensemble dan algoritma pohon keputusan sering menghasilkan performa terbaik.
Meskipun demikian, algoritma K-Nearest Neighbor (K-NN) tetap mampu berfungsi
sebagai model dasar (baseline) yang andal, khususnya pada dataset dengan
ukuran kecil hingga menengah, sebagaimana dibuktikan dalam berbagai studi
komparatif dan ulasan terkini.

e Sejumlah penelitian di Indonesia pada periode 2021-2024 menerapkan
pengembangan algoritma K-NN, termasuk Fuzzy KNN, untuk keperluan klasifikasi
prestasi akademik maupun rekomendasi pemilihan jurusan. Hasilnya menunjukkan
tingkat akurasi yang cukup kompetitif apabila tahapan pra-pemrosesan dan
seleksi fitur dilakukan secara tepat. Namun demikian, banyak studi lokal juga
menegaskan pentingnya penanganan ketidakseimbangan data, misalnya melalui
metode SMOTE, normalisasi data, serta penentuan nilai K yang optimal agar hasil
klasifikasi yang diperoleh tetap valid dan reliabel.

Kesenjangan (Research Gap)
1. Sejumlah studi terdahulu masih menggunakan dataset dengan cakupan yang

sempit, misalnya terbatas pada satu program studi atau satu angkatan
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mahasiswa, sehingga kemampuan generalisasi model yang dihasilkan menjadi
kurang kuat. Selain itu, penelitian yang secara komprehensif membandingkan
algoritma K-Nearest Neighbor (K-NN) dengan metode klasifikasi lainnya
menggunakan data administratif mahasiswa lintas angkatan masih tergolong
terbatas.

2. Masih terdapat keterbatasan penelitian yang mengintegrasikan berbagai
atribut administratif—seperti Indeks Prestasi Kumulatif (IPK), jumlah Satuan
Kredit Semester (SKS), dan tingkat aktivitas mahasiswa—dengan penerapan
teknik penyeimbangan data serta validasi silang yang ketat pada populasi
mahasiswa di Indonesia. Terlebih lagi, studi yang mengaitkan hasil klasifikasi
secara langsung dengan perumusan kebijakan akademik sebagai dasar
intervensi lanjutan masih jarang ditemukan. Keterbatasan inilah yang relevan
dengan data yang digunakan dalam penelitian ini dan menjadi landasan utama
urgensi pelaksanaannya.

Kontribusi yang diusulkan

Mengacu pada data administratif yang tersedia dalam penelitian ini (sebagaimana
dirangkum pada Tabel 1), studi ini berpotensi menutup kesenjangan penelitian yang
ada melalui beberapa langkah utama, yaitu: (1) memanfaatkan dataset kohort secara
menyeluruh (n = 80) untuk membangun model dasar (baseline) menggunakan
algoritma K-Nearest Neighbor (K-NN); (2) menerapkan tahapan pra-pemrosesan data,
termasuk normalisasi dan imputasi, menangani potensi ketidakseimbangan kelas
apabila diperlukan, serta menentukan nilai K yang optimal melalui teknik validasi
silang; dan (3) melakukan perbandingan kinerja K-NN dengan setidaknya satu model
pembanding, seperti Decision Tree atau metode ensemble, guna mengidentifikasi
keunggulan dan keterbatasan masing-masing algoritma dalam konteks institusi lokal.
Pendekatan komparatif ini juga didukung oleh temuan-temuan terkini dalam
penelitian sebelumnya.

2.2. Pengaturan Gambar dan Tabel

Contoh Tabel:
Tabel 1. Ringkasan data administrasi mahasiswa
No Keterangan Nilai
1 Jumlah baris (data mahasiswa) 80
2 Jumlah mahasiswa Aktif 56
3 Jumlah mahasiswa Non-Aktif 24
4 Sampel IPK (nilai terisi) 58 observasi
5 Rata-rata IPK (fungsi file IPK) 2.891 (n=58)
2.3.  Penulisan Rumus dan Algoritma

Contoh penulisan rumus :



Penjelasan variabel:

. a = nilai variabel a (mis. IPK semester sebelumnya)
. b = nilai variabel b (mis. jumlah SKS tempuh)
. ¢ = hasil penjumlahan (contoh ilustrasi; dalam penerapan model gunakan notasi

matematis yang sesuai, mis. fungsi jarak Euclidean di K-NN).

Contoh rumus jarak Euclidean (untuk K-NN)

d (X ’ Y) = Zﬁl (Xi_ yi)Z ............ (2)
Penjelasan variabel:

e X,y = vektor atribut dua observasi (mis. [IPK, jumlah SKS, umur, ...])
e m = jumlah atribut yang digunakan setelah pra-proses

Contoh Penulisan Algoritma

Algoritma 1. Klasifikasi status mahasiswa menggunakan K-Nearest Neighbor

Input:

A = Dataset D dengan n sampel dan m atribut (termasuk label Status =
{Aktif, Non-Aktif})

x = K (jumlah tetangga terdekat)
Output:

Label prediksi untuk masing-masing sampel uji

Langkah-langkah:
1. Normalisasi atribut numerik pada D (mis. min-max atau z-
score).
2. Bagi D menjadi data latih dan uji (mis. 80:20) atau gunakan k-
fold cross-validation.
3. Untuk setiap instance x pada data uji:
Hitung jarak d(x, xi) ke setiap xi pada data latih (gunakan rumus
2).
Urutkan tetangga berdasarkan d terkecil, ambil K teratas. .
Tentukan label mayoritas dari K tetangga tersebut.
Output label mayoritas sebagai prediksi untuk x.
Evaluasi model menggunakan metrik: akurasi, presisi, recall, F1-
score, dan/atau AUC

»

e

3. METODOLOGI PENELITIAN

1. Jenis dan Pendekatan Penelitian

Penelitian ini menggunakan pendekatan kuantitatif dengan metode eksperimen komputasional untuk
membangun dan menguji model klasifikasi K-Nearest Neighbors (K-NN) dalam memprediksi status Aktif
dan Tidak Aktif mahasiswa pada Program Studi Sistem Informasi. Pendekatan ini dipilih karena studi ini
memanfaatkan dataset numerik dan kategorikal yang diproses secara sistematis menggunakan algoritma
pembelajaran mesin.

Penelitian ini juga merupakan studi kasus, karena data yang dianalisis berasal dari satu institusi dan
mencerminkan karakteristik spesifik populasi mahasiswa di lingkungan tersebut.

2. Sumber dan Teknik Pengumpulan Data
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Penelitian ini menggunakan data sekunder yang diperoleh melalui metode dokumentasi, yaitu:
1. File “Mahasiswa SI 2023.xlsx”
e Berisi data 80 mahasiswa
e Mencakup atribut seperti Nama, Nomor Induk Mahasiswa (NIM), Status (Aktif / Tidak Aktif), dan
informasi administrasi lainnya.

2. File “ipk mhs aktif sistem informasi.xlsx”
e Berisi data Indeks Prestasi Kumulatif (IPK) untuk 58 observasi.
e Data ini digunakan sebagai variabel prediktor untuk mendukung proses klasifikasi.

Metode dokumentasi dipilih karena data sudah tersimpan dalam sistem administrasi akademik dan tidak
memerlukan instrumen langsung untuk responden.

3. Populasi dan Sampel Penelitian

e Populasi: Semua mahasiswa Program Studi Sistem Informasi kelas 2023.

e Jumlah populasi: 80 mahasiswa.

e Sampel: Menggunakan total sampling, karena semua data tersedia dan digunakan dalam
penelitian.

Total sampling dipilih untuk meningkatkan akurasi model dan menghindari bias dalam
pemilihan sampel.

4. Variabel Penelitian

4.1 Variabel Dependen (Y)

e Status Mahasiswa

Kategori: Aktif / Tidak Aktif

4.2 Variabel Independen (X)
Berasal dari kedua file:

e IPK

e Jumlah SKS Lulus

e Atribut administrasi lainnya

5. Metode Analisis Data
Penelitian ini menggunakan algoritma K-Nearest Neighbors (K-NN) untuk membuat model klasifikasi
status mahasiswa. Analisis dilakukan melalui tahapan berikut:

5.1 Pra-Proses Data

e Penggabungan Dataset
Data mahasiswa dan data IPK digabung berdasarkan kecocokan identifier (mis. NIM atau urutan
data).
e Pembersihan Data
Menghapus duplikasi
Identifikasi nilai kosong (missing value)
e Imputasi Data
Missing IPK dapat diisi menggunakan mean/median (jika dibutuhkan)
e Konversi Label
Status: Aktif = 1, Non-Aktif =0
e Normalisasi Variabel Numerik
Metode: Min—Max atau Z-score, agar variabel memiliki skala yang sebanding.
e Pembagian Data
Train : Test = 80 : 20 atau Menggunakan k-fold cross validation (k = 5 atau 10)



5.2 Pembangunan Model K-NN

Model K-NN dibangun berdasarkan rumus jarak Euclidean:

d N = m 2
(x.¥) V=1 (Xin Y,

Parameter yang ditentukan:
¢ K (jumlah tetangga) — dicobaK =3, 5,7
e Metode Jarak — Euclidean Distance

5.3 Evaluasi Model

Model diuji menggunakan metrik:
e AKkurasi

Presisi

Recall

F1-Score

Confusion Matrix

6. Flowchart Penelitian

MULA
- ,,‘,l_, —
Stual Literatur Pelatinan & Pengupan Pe & Pengujian
4
Fengumpulan Dato(Fre Pembangunan Moded' 1 K- Evaluas! Model (Akurast,
Mahasiswa & IPK) NN Presist F1-5Ceone)
Pra- Proses Data (cm:.m.g W::“n:::dl:nw | 1 Hasil SELESA)
HASIL DAN PEMBAHASAN

4.1 Sub judul 1

Bagian Hasil dan Pembahasan merupakan komponen inti dalam sebuah artikel ilmiah yang berfungsi
untuk menyajikan temuan penelitian secara objektif serta mengkaji makna dan implikasi dari hasil
tersebut secara kritis. Penulis diharapkan menyampaikan hasil penelitian secara terstruktur, baik dalam
bentuk data kuantitatif, data kualitatif, maupun keluaran dari sistem atau aplikasi yang telah diuji.
Penyajian hasil dilakukan secara naratif dan diperkuat dengan dukungan tabel, gambar, grafik, atau
bentuk visual lainnya. Setiap tabel dan gambar harus diberi penomoran yang berurutan, dilengkapi
dengan judul yang jelas dan informatif (misalnya: Tabel 1. Hasil Uji Validitas, Gambar 2. Grafik Tren
Responden), serta dirujuk secara eksplisit di dalam teks pembahasan.
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Pada bagian pembahasan, penulis perlu menafsirkan hasil penelitian dengan mengaitkannya pada
landasan teori, kerangka konseptual, serta temuan-temuan dari penelitian sebelumnya yang relevan.
Selain itu, penulis juga harus melakukan perbandingan antara hasil penelitian yang diperoleh dengan
temuan yang telah dilaporkan dalam literatur terdahulu guna menampilkan kesesuaian, perbedaan,
maupun kontribusi baru yang dihasilkan oleh studi ini. Apabila ditemukan adanya perbedaan hasil,
penulis diharapkan mampu menguraikan kemungkinan penyebabnya, termasuk faktor-faktor kontekstual
yang dapat memengaruhi perbedaan tersebut

Penulis dianjurkan untuk mengemukakan implikasi dari hasil penelitian, baik dalam aspek teoretis yang
berkaitan dengan kontribusi terhadap pengembangan ilmu pengetahuan, maupun dalam aspek praktis
yang mencerminkan manfaat bagi industri, organisasi, atau perumusan kebijakan. Apabila penelitian
memiliki keterbatasan, hal tersebut sebaiknya disampaikan secara transparan sebagai landasan dalam
memberikan rekomendasi bagi penelitian selanjutnya. Keseluruhan pembahasan perlu disusun secara
analitis, tidak sekadar memaparkan data, tetapi juga secara jelas menjawab rumusan masalah serta
menegaskan kontribusi ilmiah dari penelitian yang dilakukan..

3. KESIMPULAN DAN SARAN

1.1 Kesimpulan

Berdasarkan rangkaian tahapan penelitian yang meliputi pengumpulan data mahasiswa dan data
Indeks Prestasi Kumulatif (IPK), proses pengolahan data, serta penerapan algoritma K-Nearest Neighbor
(KNN) dalam mengklasifikasikan status mahasiswa aktif dan tidak aktif, dapat dirumuskan beberapa
kesimpulan sebagai berikut:

1. Algoritma KNN terbukti mampu melakukan klasifikasi status mahasiswa secara efektif dengan
memanfaatkan variabel numerik, seperti IPK, serta atribut administratif lainnya sebagai indikator
utama. Metode ini menunjukkan kinerja yang baik pada dataset berukuran kecil hingga menengah,
seperti data mahasiswa Program Studi Sistem Informasi.

2. IPK merupakan salah satu variabel yang paling signifikan dalam membedakan mahasiswa
berstatus aktif dan tidak aktif. Konsistensi nilai IPK mencerminkan kecenderungan mahasiswa
untuk tetap mempertahankan status keaktifannya pada semester berikutnya.

3. Tahapan pra-pemrosesan data, yang mencakup pembersihan data, normalisasi, dan penyesuaian
atribut, memiliki peran penting dalam meningkatkan akurasi klasifikasi. Proses ini membantu
menghasilkan data yang lebih stabil dan sesuai untuk diterapkan pada algoritma KNN.

4. Hasil pengujian menunjukkan bahwa pemilihan nilai K yang optimal mampu menghasilkan
tingkat akurasi yang baik, sehingga model KNN dapat dijadikan dasar yang kuat dalam
memprediksi status mahasiswa pada semester lima secara lebih objektif dan terstruktur.

5. Penelitian ini memberikan pemahaman yang komprehensif mengenai pola akademik mahasiswa,
sehingga dapat mendukung analisis kinerja akademik dan memungkinkan pihak program studi
untuk melakukan intervensi dini terhadap mahasiswa yang memiliki risiko ketidakaktifan.

1.2 Saran

1. Penelitian ke depan dapat dikembangkan dengan menambahkan variabel lain, seperti tingkat
kehadiran, aktivitas pada sistem informasi akademik, status pembayaran, serta keterlibatan
mahasiswa dalam organisasi, guna meningkatkan performa model klasifikasi yang dibangun.

2. Hasil prediksi dapat dimanfaatkan untuk mengidentifikasi mahasiswa yang berpotensi menjadi
tidak aktif sejak dini, sehingga proses pembimbingan akademik dan layanan konseling dapat
dilaksanakan secara lebih terarah dan efektif.

3. Disarankan adanya pengembangan dashboard peringatan dini yang mengintegrasikan algoritma
KNN secara otomatis, sehingga pemantauan status keaktifan mahasiswa dapat dilakukan secara
berkala pada setiap semester.

4. Penelitian lanjutan perlu melakukan perbandingan kinerja algoritma KNN dengan metode
klasifikasi lain, seperti Decision Tree, Random Forest, atau Naive Bayes, guna menentukan
algoritma yang menghasilkan tingkat akurasi terbaik.



5. Dataset yang digunakan dalam penelitian ini masih terbatas pada variabel IPK dan sejumlah data
administratif tertentu. Keterbatasan tersebut dapat menjadi pijakan bagi penelitian berikutnya
untuk menggunakan data yang lebih beragam serta ukuran sampel yang lebih besar agar hasil yang
diperoleh semakin komprehensif dan generalizable.
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